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Abstract—Optically sampled analog-to-digital converters
(ADCs) combine optical sampling with electronic quantization to
enhance the performance of electronic ADCs. In this paper, we
review the prior and current work in this field, and then describe
our efforts to develop and extend the bandwidth of a linearized
sampling technique referred to as phase-encoded optical sam-
pling. The technique uses a dual-output electrooptic sampling
transducer to achieve both high linearity and 60-dB suppression of
laser amplitude noise. The bandwidth of the technique is extended
by optically distributing the post-sampling pulses to an array of
time-interleaved electronic quantizers. We report on the perfor-
mance of a 505-MS/s (megasample per second) optically sampled
ADC that includes high-extinction LiNbO3 1-to-8 optical time-di-
vision demultiplexers. Initial characterization of the 505-MS/s
system reveals a maximum signal-to-noise ratio of 51 dB (8.2 bits)
and a spur-free dynamic range of 61 dB. The performance of the
present system is limited by electronic quantizer noise, photodiode
saturation, and preliminary calibration procedures. None of these
fundamentally limit this sampling approach, which should enable
multigigahertz converters with 12-b resolution. A signal-to-noise
analysis of the phase-encoded sampling technique shows good
agreement with measured data from the 505-MS/s system.

Index Terms—Analog–digital conversion, distortion, electro-
optic devices, intermodulation, microwave receivers, pulsed lasers,
signal sampling, time-division multiplexing.

I. INTRODUCTION

A DVANCED radar, surveillance, and communication
systems could benefit significantly from high-resolu-

tion (12 bits) analog-to-digital converters (ADCs) having
mutligigahertz of instantaneous bandwidth. The flexibility of
the receivers in these systems can be augmented by pushing
the ADC closer to the antenna and performing more of the
receiver functions (i.e., out-of-band rejection, down conversion,
matched filtering, detection) in the digital domain. The ability
to implement these digital-receiver architectures is often lim-
ited by the performance of the ADC component. For example,
electronic ADCs with sampling rates 1 GS/s (gigasample
per second) are presently limited to resolutions of less than
seven effective bits [44-dB signal-to-noise ratio (SNR)] [1],
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Fig. 1. Timing-jitter requirement for ADCs as a function of sampling rate and
number of effective bits. The calculation assumes that timing jitter is the only
noise source. The present-day electronic and optical sampling-aperture jitter
ranges (hatched areas) are from [1], [10], and [11].

and ADCs having 12 effective bits (74-dB SNR) have a max-
imum sampling rate of 65 MS/s (megasample per second) [2].
Additionally, the rate-of-improvement of high-speed ADCs
is substantially slower than that of digital signal-processing
(DSP) hardware. Over a recent eight-year period, the average
increase in ADC resolution for a given sampling rate was only
1.5 bits [1].

In addition to the inherent quantization noise, the resolution
of electronic ADCs is limited by a number of mechanisms in-
cluding thermal noise, sampling aperture jitter, and comparator
ambiguity [1]. Thermal noise appears to dominate the perfor-
mance of high-resolution low-bandwidth ADCs while aperture
jitter and comparator ambiguity become important at high sam-
pling rates. Fig. 1 illustrates the allowable timing jitter for a
Nyquist ADC (i.e., maximum input frequency 1/2 sampling
rate) as a function of sampling rate and effective bits, assuming
that jitter is the only error source. Estimates of aperture jitter
in state-of-the-art electronic ADCs range from 0.5 to 2 ps (see
hatched region in Fig. 1), indicating that electronic aperture
jitter is presently a major limit to the performance of high-speed
high-resolution ADCs. For example, the 50-fs timing jitter re-
quired to implement a 1-GS/s 12-bit converter is far below that
of present electronic jitter estimates. In contrast, sampling-aper-
ture jitter less than 50 fs has been attained in optical sampling
systems, as discussed below.
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Fig. 2. Generic architecture of an optically sampled time-interleaved ADC.

ADCs with increased bandwidth can be realized by time in-
terleaving the quantized samples from a parallel array of slower
converters [3]. This time-interleaved approach has been used in
a number of all-electronic ADCs [4]–[6]. The principle diffi-
culty in implementing a time-interleaved ADC is making the
interleaved samples from the slow-converter array appear as
though they were generated by a single fast converter. Converter
matching errors will produce spurs in the spectra of the time-in-
terleaved ADC output samples. To achieve a large spur-free dy-
namic range (SFDR) in a time-interleaved ADC, the following
conditions must be met.

1) The sampling times of the interleaved ADCs must be uni-
form [7].

2) The converter-to-converter gains and offsets must be pre-
cisely matched [3], [8].

3) The crosstalk between ADC converters and sample-to-
sample memory effects must be minimal [9].

For example, to achieve an interleaving SFDR of 80 dB, the
converter-to-converter gains must be matched to0.01%, the
offsets must be matched to0.01% of the signal amplitude, and
the converter-to-converter crosstalk must be less than one part
in 10 .

In this paper, we describe the use of optical sampling to
extend the performance of electronic ADCs. In the approach
presented here, the sampling function is performed in the
optical domain and quantization is performed in the electronic
domain (Fig. 2). The principal advantages of optical sampling
are: 1) modern mode-locked lasers can produce high-fre-
quency ( 10 GHz) periodic sequences of optical pulses with
timing jitter significantly below that of electronic circuitry,
and 2) the sampling process can be made to be highly linear
with negligible back-coupling between the optical sampling
pulses and the electrical signal being sampled. The timing
jitter of actively mode-locked fiber lasers has been measured
to be 10 fs over narrow-band integration limits (100 Hz
to 1 MHz) [10] and 50 fs pulse to pulse [11] (see hatched
region in Fig. 1). These precisely timed optical clock pulses
can be used to sample an electrical signal via a transducer that
converts electrical signal variations into optical-pulse intensity
or energy variations. Following the sampling transducer, the
pulses are converted to electrical signals using photodetectors

and quantized using electronic ADCs. The bandwidth of the
optical sampling technique can be extended by distributing the
post-sampling pulses to an array of time-interleaved electronic
quantizers. Distribution can be achieved in the optical domain
by using optical demultiplexers having low channel-to-channel
crosstalk.

We begin the paper (Section II) with a survey of the past
and present work in the field of photonic ADCs. Section III de-
scribes our phase-encoded optical sampling technique that pro-
vides both high linearity and large suppression of laser ampli-
tude noise. We review our previous results on phase-encoded
sampling and discuss calibration requirements and performance
limitations. In Section IV, we present the initial characteriza-
tion of a 505-MS/s optically sampled ADC that includes high-
extinction LiNbO 1-to-8 optical time-division demultiplexers.
The SNR and SFDR of the current 505-MS/s photonic ADC are
51 and 61 dB, respectively. Factors limiting the performance
of these initial results are discussed. An SNR analysis of the
phase-encoded sampling technique is included in the Appendix.
This analysis accounts for both shot noise and uncorrelated de-
tection/quantization noise.

II. SURVEY OF OPTICALLY SAMPLED ADCs

The use of short optical pulses to sample electrical signals
has been investigated for a number of years [12], [13]. A pro-
posal by Taylor [14], [15] that combined optical sampling with
an opto-electronic quantization scheme led to the development
of a photonic 1-GS/s 4-b ADC [16]. The quantization scheme
was based on an array of electrooptic interferometers having
half-wave voltages organized in a binary ladder. Although this
architecture was limited in resolution, these results highlighted
the benefits provided by the application of optical sampling to
the front end of an ADC.

The concepts of optical sampling and time interleaving were
first combined by Bellet al. to realize a 2-GS/s hybrid op-
tical/electronic ADC that achieved a resolution of 2.8 effective
bits (18.5-dB SNR) when undersampling a 10.3-GHz sinusoid
[17], [18]. In this ADC, the optical pulse source was a laser
diode that was gain switched using a 2-GHz step-recovery
diode. The electrical input signal was sampled by passing the
laser pulses through a single-output LiNbOMach–Zehnder
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(MZ) interferometer having an 18-GHz bandwidth. Time
interleaving was implemented by using an active 1-to-4 optical
switch to distribute the interferometer output pulses to four par-
allel channels of detection electronics. Each detection channel
consisted of a photodetector, a wide-band amplifier, and an
ADC operating at 500 MS/s. This distribution approach can
be regarded as 1-to- time demultiplexing since a temporal
window is created to route every th pulse (in this case,

) to the same channel, thereby reducing the effective
data rate into each electronic ADC by a factor of. The
authors of this paper concluded that the primary SNR limits
were the pulse-to-pulse timing jitter (1 ps) and intensity noise
( 2.5%) of the gain-switched laser diode.

As an alternative to the optical time-division demultiplexing
approach just described, wavelength-division demultiplexing
has also been used in optically sampled time-interleaved ADCs.
In these architectures, spectrally broad and temporally short
optical pulses are either: 1) temporally broadened using a
dispersive medium [19], [20] or 2) separated intodistinct
pulses, each at a different wavelength, with interpulse temporal
spacing of , where is the period of the initial pulse
train [21]–[24]. Discrete-wavelength pulse separation has
been achieved using a wavelength-division multiplexer (WDM)
along with fiber delay lines [21], [23] and an arrayed-waveguide
grating (AWG) with integrated feedback waveguides [22], [24].
These demonstrations have all utilized a single-output MZ
to perform the sampling function. After sampling the signal,
the single temporally broad pulse or discrete pulses are
routed to parallel channels of detection electronics using
a passive wavelength-division demultiplexer. This passive
demultiplexing is an advantage of the wavelength-division
technique relative to the time-division technique, which re-
quires an active demultiplexer containing accurately timed
optical switches. However, this advantage is attained at the ex-
pense of a significantly more complex optical source that must
generate a periodically repeating mutliwavelength pulse train
with very precise interpulse spacing. Continuous-sampling im-
plementations of the wavelength-division approach have been
demonstrated at 160 MS/s using a 1-to-4 demultiplexer [21]
and 12-GS/s using a 1-to-3 demultiplexer [24]. The 12-GS/s
(1-to-3) ADC achieved 2-b resolution (14-dB SNR) when
sampling a 3.6-GHz signal [24], [25]. An estimated resolution
of 7 bits (44-dB SNR) was obtained from a single 1.25-GS/s
channel of a 10-GS/s (1-to-8) noncontinuous sampling demon-
stration [23]. The principal limit to the ADC resolution in both
of these papers was attributed to laser noise.

The optical sampling architecture described above is only
one method of applying optics to the ADC problem. The
photonic time-stretch technique [26]–[28] involves increasing
the time duration of a fast electrical signal so that it can be
sampled using a slower ADC. The time-stretch function is
performed by sampling an electrical signal with a chirped pulse
and then temporally lengthening the pulse using a dispersive
medium such as an optical fiber. Pulse-stretch factors of eight
[27] and sampling rates of 30 GS/s have been demonstrated
[28]. Optical sampling has also been performed using the
photoconductive property of photodiodes [29], [30]. Other
optical quantization schemes involving all-optical nonlinear

devices [31]–[34], symmetric self-electrooptic effect devices
(S-SEEDs) [35], opto-electronic comparators [36], distributed
phase modulation [37], and diffractive optics [38] have been
investigated. Photonic ADCs based on optical oversampling
techniques, such as delta–sigma (– ) architectures, have also
been reported [39], [40].

III. PHASE-ENCODED OPTICAL SAMPLING

A. Overview

In most of the optical sampling demonstrations described
above, the sampling transducer was an LiNbOelectrooptic
MZ interferometer having a single output. An electrical signal
applied to the interferometer modulates the intensity and,
hence, the energy, of a sequence of precisely timed optical
pulses that are transmitted through the interferometer. The
intensity of each output pulse has a direct correspondence to
the applied voltage at the time the pulse traversed the modu-
lator. Below, we refer to optical sampling using single-output
interferometers asintensity sampling. The relationship between
the MZ modulator optical transmission and the applied
voltage is accurately described by

(1)

where is the modulator’s contrast ratio ( corresponds
to infinite on/off extinction), is the modulator’s half-wave
voltage, and is a phase angle describing the interferometer’s
deviation from quadrature with . This relationship is
appropriate for LiNbO MZ modulators because: 1) the phase
shift induced by the electrooptic effect is highly linear in applied
field and 2) the ideal sinusoidal MZ phase-to-intensity conver-
sion can be approached in LiNbOintegrated-optic interferom-
eters. The dynamic range of photonic ADCs using MZ sampling
transducers is limited by the sinusoidal nonlinearity in (1) un-
less linearization techniques are utilized.

A number of approaches to linearize the MZ interferometer
transmission function have been reported. Optical linearization
techniques involving multiple interferometers connected in se-
ries or parallel configurations have demonstrated SFDR perfor-
mance close to theoretical limits, but often have limited band-
width and are complex to implement [41], [42]. Work has also
been done to modify the electrical signal before applying it to
the modulator so that the limiting odd-order nonlinear terms
are greatly suppressed [43], [44]. When the final output of the
optical system is digital, as in the case of a photonic ADC,
linearization can be performed computationally by direct in-
version of the modulator transfer function of (1). Digital lin-
earization has been demonstrated at modulation indexes

as large as 0.83 where the third-order distortion
was suppressed by 21 dB [45].

In our optical sampling architecture, we use a digital lin-
earization technique referred to asphase-encoded optical sam-
pling that combines the energy from the complementary outputs
of a dual-output modulator to invert the MZ transfer function
(Fig. 3) [46]. If a pulse of energy is transmitted through the
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(a) (b) (c)

Fig. 3. Phase-encoded optical sampling technique. (a) Electrooptic effect provides a linear phase shift with respect to the applied voltage. (b) Complementary
interferometer output intensities are sinusoidal with respect to the induced phase shift. (c) The phase shift and, therefore, the applied voltage isrecovered by
inverting the interferometer transfer function.

dual-output modulator at time, the pulse energies at the output
ports will be

(2)

(3)

where is the voltage applied to the modulator at time
, and we assume that the sampling is instantaneous (i.e., neg-

ligible pulsewidth and time-of-propagation through the modu-
lator). After measuring and , the applied voltage can be
determined as

(4)

There are several points worth noting about this linearization
method. First, the linearity is only limited by the accuracy to
which and can be measured and to the extent that the
modulator’s transmission characteristic is represented by (1). If
(4) is to be computed digitally, the linearity of and must
be maintained though the photodetection, signal conditioning,
and electronic quantization processes. Second, assuming per-
fect measurement of and , the estimate of is in-
dependent of the input pulse energy. This implies that the
phase-encoded sampling technique is insensitive to laser ampli-
tude noise. Indeed, the amplitude noise suppression of this tech-
nique has been measured to be at least 60 dB [11]. Third, small
deviations of the modulator bias point from quadrature ( )
cause only a dc offset error and do not degrade the linearity, as in
the case of the single-output digital linearization approach [45].

The primary tradeoff associated with the phase-encoded op-
tical sampling technique is that it requires twice the number of

well-calibrated electronic detection and quantization channels
as the single-output intensity sampling technique.

B. Previous Results

The phase-encoded sampling technique was initially demon-
strated by constructing a narrow-band UHF sampler that
consisted of a 1.3-m gain-switched laser diode, a dual-output
LiNbO MZ modulator, and a pair of InGaAs photodiodes
followed by 12-b 1-MS/s quantizers [46]. The laser diode was
gain switched via a 500-MHz step-recovery diode, producing
130-ps pulses with an estimated jitter of 1 ps. The outstanding
linearity of the technique was verified by deliberately aliasing
(down-converting) a pair of tones having frequencies near
the laser repetition rate (i.e., 499.90 and 449.91 MHz) into
the 500-kHz quantizer bandwidth. The two-tone third-order
intermodulation (IM3)-free dynamic range was measured to be
greater than 90 dBand was limited by the quantizer noise floor.
This value of IM3 represented an improvement of at least 20 dB
relative to intensity sampling at the same modulation depth.

The bandwidth of the phase-encoded sampling technique was
later extended to 104 MHz by time interleaving an array of 12-b
electronic quantizers (Analog Devices AD6640) operating at
52 MS/s [47]. The optical pulse source was a 1.55-m harmon-
ically mode-locked erbium-doped fiber laser producing 30-ps
pulses at a 208-MS/s repetition rate. After sampling the elec-
trical signal using a dual-output MZ modulator, the pulses were
distributed to the eight parallel detection and quantization chan-
nels using a pair of 1-to-4 LiNbOoptical time-division demul-
tiplexers. An integrate-and-reset detection circuit was used to re-
duce the required accuracy of the electronic quantizer sampling
clock (see Section IV for details). The two-tone IM3 was mea-
sured to be 87 dB for , representing an improvement of
38 dB relative to that calculated for ideal intensity sampling, and
demonstrating that linearity can be maintained in an optically
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demultiplexed system. The overall system SFDR was limited
to 65 dB by interleaving spurs that result from a combination
of residual offset and gain errors, channel-to-channel crosstalk
in the demultiplexers, and sample-to-sample memory effects
in the detection circuits. Swept-frequency measurements (see
crosstalk discussion below) revealed that a major error mecha-
nism was the sample memory in the integrate-and-reset circuit.
Potential causes of this memory include incomplete reset of the
integration capacitor and photocurrent tails in the photodiodes.
The SNR of the data set exhibiting the 65-dB SFDR was 47 dB
(7.5 bits).

An analysis has been performed to quantify the relation-
ship between the crosstalk mechanisms in a time-interleaved
photonic ADC and the characteristics of the spurs associated
with interleaving [9]. The two primary sources of crosstalk
are channel-to-channel crosstalk in the demultiplexer and
sample-to-sample memory effects in the detection circuitry.
The analysis reveals that crosstalk introduces complex gain
errors that result in frequency-dependent spurs when multiple
channels are time interleaved. In general, the spur amplitudes
are determined by a weighted sum of the different crosstalk
terms over all channels in an interleaved ADC. For the simple
case of crosstalk in only one channel of an-channel ADC,
the spur level relative to an input signal with frequencycan
be written as

(5)

where is the magnitude of the crosstalk error andis delay be-
tween the desired pulse and the crosstalk pulse. This relation can
be used to help identify the source of the crosstalk by measuring
the spur amplitude as a function of. Equation (5) also reveals
the tolerable crosstalk for a required SFDR. For example, to
achieve an interleaving SFDR of 80 dBc, the channel-to-channel
crosstalk of the optical demultiplexer must be 40 dB and
the detected voltage must reset to within 10of the previous
sample value. It is important to note that this crosstalk analysis
pertains to both optical time- and wavelength-division demulti-
plexers, as well as electronic demultiplexers.

The phase-encoded optical sampling technique has also en-
abled a new tool for characterizing the timing jitter of short-
pulse optical sources [11]. Since the technique provides extra-
ordinary suppression (60 dB) of laser amplitude noise, it allows
the laser phase noise or timing jitter to be independently ob-
served and quantified. The measurement involves sampling a
high-frequency signal to efficiently convert the laser’s timing
jitter into amplitude noise in the estimate of the sampled signal
voltage. A timing-jitter variance is then determined from the
signal frequency and the SNR of the sampled signal. The tech-
nique allows both pulse-to-pulse jitter and periodic-pattern (su-
permode) jitter in harmonically mode-locked lasers to be ob-
served. Measurements performed by sampling a 3-GHz sinusoid
with the harmonically mode-locked erbium-doped fiber laser
described above revealed that the laser’s wide-band pulse-to-
pulse jitter and the rms periodic-pattern jitter are less than 50
and 70 fs, respectively. The pulse-to-pulse jitter value is an upper
bound since it includes the phase noise of the synthesizer used to

generate the 3-GHz input sinusoid. The sample-to-sample jitter
of the 3-GHz sinusoid was estimated to be50 fs, implying that
the actual wide-band laser jitter is much smaller than the above
calculated value. This jitter measurement technique is especially
useful for characterizing optical pulse sources used in photonic
ADCs since it provides anin situ measure of the impact of the
laser noise on ADC performance.

IV. 505-MS/s OPTICALLY SAMPLED ADC

A. System Description

Our most recent work involves extending the bandwidth
of the phase-encoded sampling technique to250 MHz.
The 505-MS/s optical sampling system (Fig. 4) consists of a
mode-locked fiber laser operating at 505 MHz, a dual-output
LiNbO MZ modulator ( V, 3-dB bandwidth 3 GHz),
a pair of high-extinction LiNbO 1-to-8 optical time-division
demultiplexers, and an array of photonic integrate-and-reset
(PHIR) circuits followed by 14-b electronic quantizers (Analog
Devices AD6644) operating at 63.1 MS/s. The digital samples
from each quantizer are stored in 1-Msample buffers and then
processed offline. System timing signals are derived from the
detected laser output and are distributed to the demultiplexers,
PHIR circuits, and quantizers.

As described above, phase-encoded optical sampling of the
electrical signal is achieved by transmitting the precisely timed
laser-pulse train through the dual-output MZ modulator. The en-
ergy of each input pulse is split between the two output ports, as
determined by the voltage applied during the time that the pulse
traverses the modulator. The 1-to-8 optical demultiplexers are
used to rate reduce and distribute the post-sampling pulses to the
parallel array of PHIR circuits and electronic quantizers. After
digitization, the complementary modulator output samples are
combined to invert the interferometer’s transfer function and ob-
tain the phase difference in the interferometer arms at the time of
pulse transmission. The estimate of the sampled input-voltage is
obtained by multiplying the phase difference by the factor .
Details of the phase-decoding process are provided in the Ap-
pendix. The phase-decoded samples are then time interleaved to
recover the signal at the front-end sampling rate (505 MS/s).

The optical pulse source is a 1.55-m polarization-main-
taining (PM) erbium-doped fiber ring laser that is harmonically
mode locked using 180-ps electrical pulses generated by a
GaAs/AlAs resonant tunneling diode (RTD) transmission-line
oscillator [48]. Use of the short RTD oscillator pulses allows
the laser to generate 30-ps pulses at a relatively low 505-MHz
repetition rate (fifty-first cavity harmonic). The RTD oscillator
is injection locked at its eleventh harmonic (5.55 GHz) using
an HP8665B synthesizer. The laser output is amplified using a
PM erbium-doped fiber amplifier (EDFA) having a maximum
saturated output power of 200 mW. The PM amplifier uses
non-PM erbium-doped fiber in a double-pass configuration
[49]. Although no active cavity stabilization was used for these
measurements, excellent side-mode suppression (65 dB) was
observed.

The Ti-indiffused LiNbO 1-to-8 optical demultiplexers em-
ploy a high-extinction design (Fig. 5) to minimize crosstalk be-
tween parallel channels. Each of the seven demultiplexer-switch
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Fig. 4. Block diagram of the 505-MS/s optically sampled ADC consisting of a mode-locked laser pulse source, a dual-output sampling modulator, a pair of
high-extinction 1-to-8 LiNbO optical time-division demultiplexers, and an array of PHIR circuits followed by 14-b electronic quantizers.

Fig. 5. Three-element stage used in the 1-to-8 LiNbOoptical demultiplexer
and consisting of a 1� 2 switch followed by a pair of extra-extinction
modulators. The three elements have a common RF drive and individual dc
biases. Waveguide bend radii are exaggerated for illustration.

stages consists of a 1 2 switch element with an extra extinc-
tion modulator at each output arm. The stages are driven using
phased sinusoids with the three elements of a given stage driven
by a common signal. The extinction for a single stage ranges
between 36–46 dB. The 3-dB bandwidth of a stage is 600 MHz.
The half-wave voltages ( s) vary from 6.5 to 7.4 V with 2.5%
variation within a single stage. The total channel insertion loss
ranges from 6.8 to 8.4 dB.

Fig. 6 shows the theoretical optical transmission versus time
for a 1-to-8 demultiplexer channel having 20-dB extinction
per element and a 5% mismatch in between the switch
and extinction element. The pulse of interest is transmitted
at sample time and the pulses that must be rejected
to minimize channel-to-channel crosstalk are transmitted at

. Only half of the eight-sample sequence is
shown since the transmission is symmetric around . The
transmission curves reveal that the crosstalk of the sinusoidal
drive scheme is limited to the approximately40-dB crosstalk

Fig. 6. Theoretical optical transmission versus time of one channel of the
1-to-8 optical demultiplexer driven by phased sinusoids. Analysis assumes a
20-dB extinction per element and a 5% mismatch inV between the switch and
extinction elements in each stage.

of stage 3 at . The curves also show that the scheme is
fairly insensitive to timing errors and mismatch within a
stage. For the 505-MS/s system, the relative timing between the
sampling pulses and drive signals can be off by250 ps before
the crosstalk of the pulse is greater than 40 dB. The
5% mismatch included in the calculation has little effect on
the demultiplexer’s transmission characteristic, indicating that
the measured mismatch of 2.5% should not degrade system
performance.

The PHIR circuits (Fig. 7) are used to convert the energy of
the optical pulses to voltage levels compatible with the elec-
tronic quantizer inputs. The pulses are detected with graded-het-
erojunction InGaAs/InP p-i-n photodiodes having 50-m diam-
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Fig. 7. PHIR circuit consisting of an InGaAs photodiode, an integration
capacitor, a buffer amplifier, and a reset FET. The dc offset voltage is used to
align the PHIR output with the quantizer voltage range.

eter and responsivity of 0.7–0.8 A/W at 1550 nm. During the
detection phase, the circuit’s reset FET is off and the pulsed
photodiode current is integrated in a 12-pF capacitor. The in-
tegrated voltage is then buffered and level shifted to match the
quantizer’s 1-V input range. After allowing 10 ns for ampli-
fier settling, the quantizers are simultaneously clocked to digi-
tize the output voltages. The fiber delay lines included at the de-
multiplexer outputs are used to time align the pulses at the PHIR
circuit inputs so that a single reset and a single quantizer clock
can be used to control the entire array. It is important to note that
the system’s sampling accuracy is determined at the sampling
modulator and not at the quantizer. Since the integrated voltage
is slowly varying when the quantizer is clocked, timing jitter on
the quantizer clock does not introduce a large error. After the
quantizers have been clocked, the reset FET is switched on for
4 ns ( 10 times the reset-circuit time constant) to drain the in-
tegrated photocurrent from the integration capacitor.

The ADC system must be properly initialized and calibrated
to optimize both the phase-encoded sampling and converter
time-interleaving techniques. Since each of the 42 MZ interfer-
ometers on the pair of demultiplexers has two free parameters
(dc bias and ) and each of the 16 time-interleaved channels
has two parameters (offset and gain), a total of 116 parameters
need to be measured and set. Some of the parameters, such as

, are fixed by the hardware design and are time invariant. The
demultiplexers are configured by: 1) sweeping the dc biases
and fitting the measured responses to determine the dc-bias
points and 2) varying the RF drive voltages to maximize the
transmission of the desired pulse. The channel offsets are
determined by measuring the PHIR output voltages with the
laser off. The relative channel gains are measured by sampling
a calibration tone, Fourier transforming the sampled data, and
calculating the relative amplitudes of the appropriate frequency
bin.

System setup and data collection are performed using elec-
tronic boards housed in a VMEbus chassis. The 16 AD6644
electronic quantizers required for the 1-to-8 phase-encoded
system are integrated onto four boards each having four
quantizers per board. Two digital-to-analog converter (DAC)
boards are used to control: 1) the dc biases for the 42-switch
and extinction elements on the pair of 1-to-8 demultiplexers

Fig. 8. Spectrum of a sinusoidal signal (f = 224:86 MHz, m =

V =V = 15%) measured using the 505-MS/s optically sampled ADC.
FFT size= 256K samples.

and 2) the attenuators that set the ac drive amplitude for the 14
three-element stages on the demultiplexers. An interface board
connects the VMEbus chassis to a Pentium-class computer that
controls the overall system and processes the collected samples.

B. Initial Measurement Results

Fig. 8 shows the Nyquist-bandwidth power spectrum of a si-
nusoidal test signal sampled with the 505-MS/s optical sampling
system. The signal power at the sampling modulator’s 28-
input termination was 2.9 dBm, corresponding to modulation
index of %. The signal frequency (224.86 MHz) was
selected to be in the center of a fast Fourier transform (FFT) bin
to avoid the need for windowing. The average laser power at the
input to the modulator was 100 mW. The spectrum in Fig. 8
reveals that the overall system SFDR is presently limited to
61 dB by interleaving spurs that result from channel-to-channel
mismatch and crosstalk errors (see the above crosstalk discus-
sion). The SNR of the sampled signal in Fig. 8 is 41 dB. The
dependence of the SNR on the laser power and the modula-
tion index is discussed below. For the current 505-MS/s ADC,
supermode noise produced by the harmonically mode-locked
fiber laser does not degrade either the SFDR or SNR. Most of
the supermode noise energy (95%) is amplitude noise that
is eliminated by the phase-encoded sampling technique. The
remaining phase-noise component can introduce periodic pat-
tern spurs when high-frequency signals are sampled. However,
signal frequencies as high as 3 GHz have been sampled using
the current laser without degrading the SFDR or the SNR [11].

The high linearity of the phase-encoded sampling process is
illustrated by the 78-dB two-tone IM3 of the data in Fig. 9 (note
the reduced frequency range). For this measurement, the tone
frequencies were 224.86 and 230.04 MHz, and the input power
of each tone was 2.9 dBm (single-tone %). This value
of IM3 represents an improvement of 29 dB relative to the theo-
retical IM3 for a single-output amplitude modulator sampling
a signal with a 15% modulation index. The IM3 of the cur-
rent system is constrained by saturation of the 50-m photodi-
odes. The peak optical intensity at the photodiodes was greater
than 10 kW/cm. Since the integration time of the PHIR circuit
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Fig. 9. Portion of a two-tone spectrum measured using the 505-MS/s optically
sampled ADC, showing a 78-dB IM3 suppression ratio. IM3 spurs indicated by
arrows. Signal frequencies= 224.86 and 230.04 MHz. Input power of each tone
= �2.9 dBm (m � 0:15). Optical power at modulator input= 100 mW. FFT
size= 256K samples.

Fig. 10. Measured two-tone IM3 versus single-tone modulation index
of the 505-MS/s optically sampled ADC for undecoded single-channel,
phase-decoded single-channel, and eight phase-decoded interleaved channels.
IM3 associated with the nonlinearity of an ideal MZ interferometer is also
shown (solid line). The optical power at the modulator input is 100 mW.

(10 ns) is significantly larger than the optical pulsewidth (30 ps),
the nonlinearity arises due to saturation of the photodiode re-
sponsivity (i.e., average number of carriers generated per inci-
dent photon) and not pulse distortion effects [50]. As mentioned
above, an IM3 of 87 dB was obtained for a 208-MS/s ADC
operating under similar conditions when photodiodes having a
300- m diameter were used [47].

The data of Fig. 10 reveal that the improvement of the two-
tone IM3 due to phase-encoded optical sampling is 25–30 dB
for single-tone modulation indexes in the range of to

. Note that must be 0.5 to keep the two-tone modula-
tion index 1.0 so that the inversion of the MZ transfer function
is unique. In practice, is limited by residual calibration errors
and system noise that prohibit phase decoding by causing the
argument of the function in (4) to exceed 1. Fig. 10

also shows that the IM3 of the undecoded (i.e., intensity sam-
pled) data is slightly worse than the IM3 associated with the
nonlinearity of an ideal MZ interferometer (solid line). This ob-
servation indicates that there is another source of nonlinearity in
the system, which we currently attribute to the photodetectors.
The IM3 of a time-interleaved system will be dominated by the
channel with the worst IM3. In the 1-to-8 system, the IM3 of the
best channel was 2–5 dB better than that of the full interleaved
system (Fig. 10).

The SNR of the phase-encoded sampling technique is deter-
mined by the modulation depth, the average laser power, and
the noise associated with the laser, signal source, detection elec-
tronics, and quantizers. Laser amplitude noise is negligible due
to the amplitude noise suppression inherent in the phase-de-
coding process. Since our system uses a mode-locked fiber laser
with timing jitter 50 fs, noise due to timing jitter can be ig-
nored to the 12-b level for input signal frequencies below 1 GHz
(refer to Fig. 1).

An analysis was performed to determine the SNR of the
1-to-8 ADC as a function of laser pulse energy at the
modulator input and modulation index (see the Appendix
for details). The analysis includes the effects of shot noise and
detection/quantization noise. It does not include distortion due
to interleaving spurs and nonlinearities. The quantization noise
was determined by measuring the average noise generated by
the 16 quantizers with their inputs terminated. The measured
10.5 effective bits is 1.5 bits (9 dB) lower than that specified
for the AD6644 quantizers, indicating an SNR degradation
due to the present input signal conditioning on the quantizer
boards. The light-independent noise due to the PHIR detection
electronics was determined to be negligible by repeating
the quantizer noise measurement with the quantizer inputs
connected to the PHIR circuit outputs and the laser input
disconnected. Other system parameters included in the analysis
are the average optical transmission (12 dB) due to the excess
loss in the sampling modulator and 1-to-8 demultiplexers, the
photodiode external quantum efficiency (0.55), and a total
integration capacitance (23 pF) that includes both the intended
capacitance (12 pF) and an estimate of the parasitic capacitance
(11 pF). The analysis also assumes that the amplitude of the
PHIR output signal is constrained to be within the full-scale
input range of the quantizer under both light and no-light
conditions.

The analysis results in Fig. 11 reveal that the SNR can be in-
creased by increasing either the optical pulse energy or the mod-
ulation index, but only over a limited range. For a given modu-
lation depth, the SNR increase is proportional to the square of
the pulse energy up to the point where the detected voltage ex-
ceeds the ADC maximum input voltage. The SNR where this
“clipping” occurs is dependent on the modulation index. For
our current 1-to-8 system parameters, the theoretical SNR is al-
ways quantization-noise limited. Therefore, increasing the mod-
ulation index improves the SNR only up to due to
the nonlinear noise enhancement inherent in the phase-decoding
process. At higher modulation depths, the theoretical SNR ac-
tually decreases (see the case in Fig. 11). Details of
this nonlinear noise-enhancement effect are provided in the Ap-
pendix.
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Fig. 11. Theoretical and measured SNR of the 505-MS/s optically sampled
ADC versus laser pulse energy and modulation index (m). Deviation between
measured data and model at high optical pulse energy is due toincreased noise
and not signal saturation.

Fig. 11 also shows the results of the measured SNR per-
formance of the 505-MS/s system at modulation indexes of

, , and . To be consistent with the calcu-
lated SNR values, the measured SNR values do not include
interleaving spurs and nonlinear distortion. At the smallest
pulse energy ( nJ), the measured and calculated
SNR values are nearly identical. However, as the pulse energy
increases, the difference between the measured and calculated
SNR values increases with a maximum difference of 6 dB
at nJ. Thus, the measured data show a limiting
effect not included in the SNR analysis. The measured SNR
degradation results fromincreased noiseand not decreased
signal since the undecoded signal powers do not show any
evidence of saturation. The likely source of the additional nose
is amplified spontaneous emission (ASE) noise from the PM
EDFA. ASE noise is not included in the present SNR analysis.
For the measured date in Fig. 11, the pulse energy was varied
by varying the EDFA pump power. Subsequent measurements
have shown that as the pump power is increased, both the
pulse power and the ASE noise power increase, but the optical
SNR actuallydecreases. This decrease in optical SNR with
increasing pump power was exaggerated by the absence of an
optical filter between the EDFA output and the sampling mod-
ulator input. Another possible cause of the increased noise is
the large excess intensity noise associated with the double-pass
PM EDFA architecture relative to that of the single-pass EDFA
design [51].

The SNR analysis presented here predicts that the noise-en-
hancement effect should cause the SNR to decrease with in-
creasing modulation index for . However, the mea-
sured data do not show a strong SNR decrease asapproaches
one (Fig. 12). At low optical-pulse energy ( nJ),
only a small SNR decrease (0.3 dB) is observed asis in-
creased from 0.6 to 0.85, while at higher optical-pulse energy
( nJ), the SNR actually increases slightly (0.3 dB) to
51 dB. This 51-dB SNR is the largest that has been obtained with
the 505-MS/s system. The corresponding predicted reduction in

Fig. 12. Theoretical and measured SNR of the 505-MS/s optically sampled
ADC versus modulation index (m) for two different pulse energies (E =

0:085 and 0.33 nJ). Simulated result shows that an offset voltage error mitigates
the predicted SNR reduction at high modulation indexes.

SNR is about 3 dB for both pulse energies. The difference be-
tween the measured and predicted SNR decrease is likely due to
the ideal system assumed in the SNR analysis. If nonidealities
such as offset voltage errors and sample-to-sample leakage are
taken into account, the impact of the noise-enhancement effect
is greatly reduced. A full simulation of the phase-encoded sam-
pling system including Gaussian-distributed noise shows that a
20-mV offset voltage error mitigates the SNR reduction at high
modulation depths (see Fig. 12). Without the offset error, the
simulated result (not shown) has the same SNR versusde-
pendence as that of the SNR analysis.

V. CONCLUSIONS

In this paper, we have reemphasized the potential improve-
ments to ADC technology that can be achieved through optical
sampling techniques. The principal advantage of optical sam-
pling is the low timing jitter of advanced mode-locked lasers
relative to that of electronic sampling clocks. The narrow-band
jitter of actively mode-locked fiber lasers (10 fs) has been
shown to be limited by the phase noise of the laser’s electronic
reference oscillator, and pulse-to-pulse jitter estimates (50 fs)
indicate the absence of a significant wide-band-noise compo-
nent. Therefore, optical pulse sources with quantum-limited
pulse-to-pulse jitter of 10 fs may be realizable through proper
design and the use of low-noise reference oscillators. The
low back-electromotive force (EMF) of electrooptic sampling
transducers facilitates the accuracy of the optical sampling
process by providing high isolation between the optical clock
pulses and the signal being sampled. Another advantage of
optically sampled ADCs is that the sampling operation can be
viewed as a near-perfect mixer, allowing microwave signals
to be directly down-converted in the ADC component. For a
given jitter-limited resolution, the maximum frequency that can
be sampled is limited only by the bandwidth of the sampling
modulator and the temporal width of the optical pulses. Thus,
it is feasible to undersample signals with frequencies in the
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range of 100 GHz with 6-b resolution (assuming10-fs
jitter) using demonstrated modulator and mode-locked laser
technologies. Other advantages of optical sampling include
remote sampling enabled by low-loss optical fibers and the
availability of low-crosstalk optical demultiplexers to improve
time-interleaved ADCs.

The phase-encoded sampling technique that we have devel-
oped provides both excellent linearity and nearly complete re-
jection of laser amplitude noise. An improvement of 25–30 dB
in two-tone IM3 relative to intensity sampling has been demon-
strated. We expect the linearity of this technique to be enhanced
through the use of photodiodes with higher saturation intensi-
ties and by minimizing residual calibration errors. The impact
of laser intensity noise on the system SNR performance is mit-
igated by 60 dB of amplitude noise suppression.

The amplitude noise suppression attained via phase-encoded
optical sampling also minimizes the impact of supermode noise
associated with the use of harmonically mode-locked lasers. Su-
permode intensity fluctuations are rejected, leaving only contri-
butions due to supermode phase or timing noise. As mentioned
earlier, we have shown that this supermode phase noise does
not degrade ADC performance when sampling a 3-GHz signal
using a 208-MS/s harmonically mode-locked fiber laser. It is
expected that similar sampling quality can be obtained at much
higher rates. Indeed, a 40-GS/s regeneratively FM mode-locked
fiber laser [52] has demonstrated side-mode suppression (70 dB)
exceeding that of our 208-MS/s laser.

In our ADC architecture, the potential of real-time phase de-
coding [i.e., implementation of (4)] is enabled through the use of
parallel channels. We believe that current detection electronics
and digital signal processing hardware will support real-time
operation at a few hundred megasamples per second per parallel
channel. Aggregate real-time sampling rates of a few gigasam-
ples per second may then be achieved by using 8 or 16 parallel
channels.

The initial performance our 505-MS/s ADC reveals that ef-
fort is still required before the full benefits of optical sampling
will be realized. The primary challenge is to maintain the high-
quality sampling information, present at the output of the sam-
pling modulator, through the optical demultiplexing, detection,
and quantization stages. The present SNR of 51 dB (8.2 bits)
is quantizer-noise limited, and would immediately increase by
9 dB (1.5 bits) if the performance of the current quantizer boards
matched the specified performance of the AD6644 converters
used. Increasing the laser power and sampling modulation depth
to better utilize the full-scale range of the quantizers will pro-
vide further improvements in SNR. The overall SFDR is limited
to 61 dB by interleaving spurs attributed to residual crosstalk
errors. We believe that the current performance limits can be
overcome and that 12-b optically sampled ADCs operating at
mutligigahertz rates can be realized.

APPENDIX

SIGNAL-TO-NOISE ANALYSIS

Assuming that: 1) both the optical pulse’s width and time
of propagation through the modulator are much smaller than
the period of the highest frequency being sampled and 2) the

modulator on/off extinction ratio is infinite, the pulse energies at
the complementary output ports of the MZ sampling modulator
due to a single input pulse can be written as

(6)

(7)

where is the energy of the pulse at the input to the modulator,
is a random variation in the pulse energy,

is the phase difference between the two arms of the interferom-
eter assumed to be biased at quadrature,is the voltage ap-
plied to the modulator at the instant the pulse passes through the
modulator, and is the modulator’s half-wave voltage.

In the PHIR detection scheme used here, the optical pulses
are converted to charge packets using a photodetector, and the
charge is then integrated in a capacitor. Assuming equal channel
gains and zero dc offsets or, equivalently, perfect calibration, the
resulting voltage signals at the outputs of the electronic quan-
tizers can be written as

(8)

(9)

where

(10)

where is the maximum optical transmission between
the modulator input and photodetector input,is the external
quantum efficiency of the photodetector, is the center
wavelength of the optical pulse, is Planck’s constant (6.626

10 J s), is the speed of light in vacuum (2.9979
10 m/s), is the electron charge (1.602 10 C),
is the integration capacitance, andis any additional voltage
gain. The terms and are noise voltages associated
with shot noise in the photodetector and the total added noise
of the detection electronics and quantizers.

The estimate of the interferometer phase angle is decoded
from the quantized voltages as

(11)

Note that, for large SNR (i.e., ), the estimate of
the phase angle is approximately equal to the input phase angle
( ) independentof any optical pulse energy noise
variations . As described above, amplitude noise suppres-
sion of 60 dB has been obtained using this phase-encoded sam-
pling technique [11]. The estimate of the voltage applied to the
sampling modulator at the instant of optical pulse arrival is

(12)
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The variance of is a function of the noise voltage vari-
ances and . Assuming that and are indepen-
dent with zero mean, can be expressed as [53]

(13)

and the variance of the estimated input voltage is

(14)

Note that the expression for does not depend on the vari-
ance of the pulse energy fluctuations for the case of per-
fect calibration. The dependence of on the input phase
angle and, hence, on the applied voltage , is different
for the cases of shot noise and uncorrelated detection/quantiza-
tion noise:

1) Photodetector Shot Noise:Assuming that the shot noise
is Poisson distributed, the variance in the number of detected
electrons is equal to the mean number of detected electrons

[53]. For the pulses from the complementary modulator out-
puts, the detected electron variances are

(15)

(16)

where

(17)

The shot-noise voltage variances can then be written as

(18)

(19)

Substituting (18) and (19) into (13) gives

for detector shot noise (20)

Equation (20) reveals that is independent of for the
case of shot noise. The reason for this independence is that the
total average energy output from the modulator is a constant,

i.e., . Therefore, as changes, the variance
of the shot noise in one channel increases while that of the com-
plementary channel decreases.

2) Uncorrelated Detection and Quantizer Noise:Assuming
that the noise added by the each of the two detection circuits and
quantizers is uncorrelated and equal with a variance of

(21)

then (13) becomes

for uncorrelated quantizer noise (22)

Equation (22) shows that is a function of
and, hence, the applied voltage . When is small,

, but as approaches either 1 or
1, the variance of the decoded approaches infinity. This

increase in is a direct consequence of the nonlinearity
of the function inherent in the phase-decoding process
in (11).

Up to this point, we have examined as a function of
a fixed value of . Now consider the case of a time-varying
sinusoidal input signal

(23)

where is the peak-to-peak voltage of the input signal
and is the period of the sinusoid. We define the noise en-
hancement factor (NEF) as a function of the modulation index

by integrating the -dependent part of
(22) over one cycle of the sinusoid

(24)

The NEF represents the increase of the decoded noise vari-
ance relative to the small modulation limit. Fig. 13 shows the
NEF computed from (24) as a function of. This noise en-
hancement limits the useful modulation index in a phase-en-
coded optical sampling ADC, as discussed in Section IV. At a
modulation index of , the NEF is approximately two.
For , the NEF increases rapidly, overwhelming any
SNR improvement due to the increased signal power associated
with larger .

Once the phase-decoded output signal and the shot-noise and
detection/quantization-noise variances have been determined,
the SNR is calculated using

(25)

where is the rms value of the decoded output
voltage.
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Fig. 13. NEF associated with the phase-encoded sampling technique as a
function of modulation index. Analysis assumes that the electrical input signal
is sinusoidal.

The SNR analysis can be greatly simplified when the modu-
lation depth is small and the electronic quantizer is the dominant
noise source. Under these conditions, the SNR of the phase-en-
coded optical sampling technique can be expressed in decibels
as

dB (26)

where is the full-scale SNR of the two quantizers (as-
sumed to be identical here),
is the peak-to-peak detected voltage at the input to the quan-
tizers, and is the full-scale voltage range of the quantizers.
Note that must be less than or equal to . This in-
tuitive equation shows that the SNR of the phase-encoded sam-
pling technique is maximized by generating a detected signal
that fills the electronic quantizer’s full-scale range through the
proper combination of optical power, modulation depth, pho-
todiode efficiency, integration capacitance, and electrical gain.
Also note that the SNR of the phase-decoded output signal is al-
ways 3 dB larger than the SNR of a single quantizer for a given
value of . This half-bit of improvement results be-
cause the outputs of two quantizers are combined to obtain the
phase-decoded output: the detected signals at the quantizer in-
puts add coherently, while the uncorrelated quantizer noises add
in quadrature.
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